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❑RAG (Retrieval Augmented Generation)

❖Retrieve additional information with embedded query

❖Input the concatenation of retrieved context and query into LLM

❑With RAG, LLMs generate more accurate answers

RAG Framework

Which country won the 

Women's World Cup 2023?

As of my last update in 

January 2022, I can't provide 

which  country won ... 2023.

Which country won the 

Women's World Cup 2023?

Spain won the Women's 

World Cup 2023.

Additional Information

LLM

LLM
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❑However, RAG suffers from longer context brought by retrieval

❖Longer inference latency

❖Additional memory consumption for KV cache

❑RAG SOTA Works

❖REPLUG[1] 

➢Alleviate context constraints by changing concatenation strategy

❖CEPE[2]

➢ Improve RAG via parallel small-encoder processing and cross-attention integration

Optimization opportunities of RAG

[1] REPLUG: Retrieval-Augmented Black-Box Language Models (NACCL’24)

[2] Long-Context Language Modeling with Parallel Context Encoding (ACL’24)
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❑REPLUG ensembles output probabilities from different passes

REPLUG Framework

Encoder

Jobs is the CEO of _? Apple

VectorDB Retrieved Context

+
Ensemble

LLM

Con1 Jobs is the CEO of _?

Con2 Jobs is the CEO of _?

Con3 Jobs is the CEO of _?

Apple

Pear

Not

Apple

Pear

Not

Apple

Pear

Not

Apple

Pear

Not
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❑REPLUG ensembles output probabilities from different passes

REPLUG Drawbacks

Encoder

Jobs is the CEO of _? Apple

VectorDB Retrieved Context

+
Ensemble

LLM

Con1 Jobs is the CEO of _?

Con2 Jobs is the CEO of _?

Con3 Jobs is the CEO of _?

Apple

Pear

Not

Apple

Pear

Not

Apple

Pear

Not

Apple

Pear

Not

Need to deal with 

key-values of all 

the concatenation 
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❑REPLUG can transfer well to the long context setting

❖However, each chunk requires a forward pass of the main input[1]

➢ Incurring additional computation

➢Requiring additional KV cache

❖How to improve it? 

REPLUG is not good enough

[1] Long-Context Language Modeling with Parallel Context Encoding (ACL’24)

Feedforward

Self-attention

Feedforward

Self-attention

……

LLM

Con1 Jobs is the CEO of _?

Con2 Jobs is the CEO of _?

Con3 Jobs is the CEO of _?
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❑CEPE extends long context via a parallel encoder and cross-attention

CEPE Framework

Jobs is the CEO of _?

VectorDB Retrieved ContextEncoder

Con3Con2Con1

Small LM

+

final hidden representation

concatenate
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❑CEPE extends long context via a parallel encoder and cross-attention

CEPE Framework

Jobs is the CEO of _?

VectorDB Retrieved ContextEncoder

Con3Con2Con1

Small LM

+
Feedforward

Cross-attention

Self-attention

Feedforward

Cross-attention

Self-attention

……

LLM

final hidden representation

concatenate
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❑CEPE deals with chunks of context at fixed way

CEPE Drawbacks

Jobs is the CEO of _?

VectorDB Retrieved ContextEncoder

Con3Con2Con1

Small LM

+
Preserve token-wise 

granularity without 

vector reduction

concatenate

Feedforward

Cross-attention

Self-attention

Feedforward

Cross-attention

Self-attention

……

LLM
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❑CEPE disrupts the causal structure 

CEPE Drawbacks

Jobs is the CEO of _?

VectorDB Retrieved ContextEncoder

Con3Con2Con1

Small LM

+
Feedforward

Cross-attention

Self-attention

Feedforward

Cross-attention

Self-attention

……

LLM

concatenate

Causal structure is changed
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❑REPLUG can transfer well to the long context setting

❖However, each chunk requires a forward pass of the main input[1]

➢ Incurring additional computation

➢Requiring additional KV cache

❑CEPE reduces both KV cache memory and attention computations

❖However, CEPE does not decrease numbers of embedded vectors 

❖However, CEPE disrupts the causal structure of the context

❑How to effectively deal with long context?

❖Compress each chunks of context with k tokens into one embedded vector 

How to improve current works?

[1] Long-Context Language Modeling with Parallel Context Encoding (ACL’24)
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❑Inefficient token allocation

❖Many retrieved passages is uninformative and reused across multiple inferences

❖Allocating memory/computation for all the tokens is wasteful

❖Unusually structured and sparse attention

➢Most retrieved contexts during decoding are unrelated in RAG

The Case for Compression in RAG
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❑Attention value visualization for different retrieved passages 

❖Different layers for LLaMA-2-7B-Chat model

❖Pi denotes i-th retrieved passages

Observations: Sparsity of retrieved passages

Attention value visualization for different layers 
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❑How to decrease computation of the contexts?

❑How to efficiently compress contexts?

❑How to select useful contexts to keep accuracy?

Challenge: How to effectively compress context
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❑REFRAG splits context into chunks containing k tokens

REFRAG Framework

Jobs is the CEO of _?

VectorDB Retrieved ContextEncoder

Con3Con2Con1Each chunk contains k tokens 

Tokenized & 

Embedded

Tokenized & Embedded
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❑REFRAG obtains embeddings of each chunk as their compression

❖Embeddings can be cached 

REFRAG Framework

Jobs is the CEO of _?

VectorDB Retrieved ContextEncoder

Con3Con2Con1Each chunk contains k tokens 

Chunk 

Embedding

Encoder Encoder Encoder

Tokenized & 

Embedded

Tokenized & Embedded



17

❑REFRAG expands useful context to be uncompressed

REFRAG Framework

Jobs is the CEO of _?

VectorDB Retrieved ContextEncoder

Con3Con2Con1

Encoder Encoder Encoder

Each chunk contains k tokens 

Chunk 

Embedding

Tokenized & 

Embedded

Tokenized & Embedded

Light-weight RL-trained chunk expansion policy
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REFRAG Framework

Jobs is the CEO of _?

VectorDB Retrieved ContextEncoder

Con3Con2Con1

Encoder Encoder Encoder

Light-weight RL-trained chunk expansion policy

❑Projection Layer maps chunk embeddings into the decoder’s token space

Each chunk contains k tokens 

Chunk 

Embedding

layer layer

Tokenized & Embedded

Tokenized & 

Embedded

projected projected

Light-weight RL-trained chunk expansion policy
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REFRAG Framework

Jobs is the CEO of _?

VectorDB Retrieved ContextEncoder

Con3Con2Con1

Encoder Encoder Encoder

Light-weight RL-trained chunk expansion policy

❑Decoder need to be fine-tuned

Each chunk contains k tokens 

Chunk 

Embedding

layer layer

Tokenized & Embedded

Tokenized & 

Embedded

Trainable

LLM

+
concatenate

+
concatenate

Light-weight RL-trained chunk expansion policy
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❑Reconstruction task

❖Freeze decoder

❖Train encoder and projection layer

➢ Input s tokens into encoder and projection layer

➢Decoder reconstructs s tokens with the embeddings

➢Try to decrease Log-Perplexity of the output of decoder

Methodology: Pre-training Encoder
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❑Continual pre-training decoder

❖Leverage trained encoder and projection layer 

❖Training data contains mixture of compressed and uncompressed context

➢Each data point contains p fraction of compressed chunks of context

➢Adjust p to make decoder fit more difficult tasks

❑Curriculum learning

❖Make training more effective

❖Gradually increase Numbers/Difficulty of training tasks

Methodology: Pre-training Decoder
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❑Selective compression

❖Leverage trained encoder and decoder

❖Train RL policy to decide how to expand compressed chunks

Methodology: Training RL policy

Performance comparison with and w/o RL policy
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Evaluation Setup

❑REFRAG Model

❖Encoder

➢RoBERTa

❖Decoder

➢LLAMA-2

❑Evaluation Situation

❖Normal Generation

❖RAG 

❖Multi-Turn Conversation
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❑Baselines

❖LLAMA-No Context – Perform Worst

❖LLAMA-Full Context/LLAMA-32K – Perform Best

❖LLAMAK

❖REPLUG

❖CEPE

Evaluation Setup
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❑Fixed context with variable output lengths

❖Context s = 2048, Output o ∈ {512, 1024, 2048}

❖REFRAG performs best excluding LLAMA-Full Context/LLAMA-32K 

Evaluation: Normal Generation
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❑Variable context with fixed output lengths

❖Context s ∈ {4096, 8192, 16384}, Output o = 2048

❖REFRAG enables extrapolation of context window

Evaluation: Normal Generation
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❑Variable context with fixed output lengths

❖Acceleration ranges from k(short) to k2(long)

❖Without cache, encoding costs

Evaluation: Normal Generation

Empirical verification of inference acceleration of REFRAG with k = 16
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❑REFRAG outperforms other models

❖REFRAG performs well under the same/less latency

❖REFRAG enables extracting more useful information

Evaluation: RAG
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❑Retrieve N passages for each conversation turn

❖LLAMA necessitates truncating portions of the long conversational history

❖REFRAG maintains robust performance owing to its compression way

Evaluation: Multi-Turn Conversation
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❑Highlights

❖Reuse precomputable results of encoder 

❖Preserve the autoregressive nature of the decoder

❖Compress chunks of context at arbitrary positions

❖Select useful context to be uncompressed to keep accuracy

❑Potential problems

❖Length of context in experiments is not long enough

Conclusion


