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• Post-training

• Background information about RL

• DeepSeek-R1-Zero

• DeepSeek-R1
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• Why post-training matters
• Task specialization
• Test-time scaling
• Alignment

• Methods
• Process-based reward model (PRM)
• Reinforcement learning
• Searching (MCTS, beam search etc.)

Post-training
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• What is RL

• Goal: maximize cumulative reward
• Snake game as an example

Background information about RL



8

• Policy (𝜋): decide which action to take given the state we are in
• Reward (𝑟𝑡): a scalar feedback signal that quantifies the 

immediate desirability of an agent's action in a specific state
• Two type

• Rule-based
• Model-based

• Two granularity
• Outcome-Reward Model (ORM)
• Process-Reward Model (PRM)

• Value (𝑉𝜋(𝑠𝑡)): estimate the expected cumulative reward

Background information about RL
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Background information about RL
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• Proximal Policy Optimization (PPO)
• Goal: improves our agent’s training stability by avoiding policy 

updates that are too large
• Objective

Background information about RL
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• Proximal Policy Optimization (PPO)
• Objective

Background information about RL

https://arxiv.org/abs/1506.02438

Advantage: how taking that action at a state is better 
compared to the average value of the state
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• Proximal Policy Optimization (PPO)
• Objective

Background information about RL

Ratio function
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• Proximal Policy Optimization (PPO)
• Objective

Background information about RL

clip: cliped the ratio between 



21

• Three popular RL framework
• TRL: https://github.com/huggingface/trl
• OpenRLHF: https://github.com/OpenRLHF/OpenRLHF
• veRL: https://github.com/volcengine/verl

• SOTA
• https://arxiv.org/pdf/2409.19256 (EuroSys 2025)

Background information about RL

https://github.com/huggingface/trl
https://github.com/OpenRLHF/OpenRLHF
https://github.com/volcengine/verl
https://arxiv.org/pdf/2409.19256
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• GRPO

DeepSeek-R1-Zero

No value model!
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• GRPO

DeepSeek-R1-Zero

https://arxiv.org/pdf/2402.03300
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• GRPO
• Disadvantages of value model

• Substantial memory and computational burden
• Hard to be accurate for every token

DeepSeek-R1-Zero
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• Reward design
• Rule-based reward

• Accuracy reward
• Format reward

• Aha moment
• Average response length 

goes up during training
• Model learns to rethink

DeepSeek-R1-Zero
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DeepSeek-R1-Zero
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• Evaluation

DeepSeek-R1-Zero

Pure RL works!



32

• Evaluation

DeepSeek-R1-Zero
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• Training pipeline

DeepSeek-R1

Cold Start RL SFT RLDeepSeek-V3-Base DeepSeek-R1
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• Training pipeline

DeepSeek-R1

Cold Start RL SFT RLDeepSeek-V3-Base DeepSeek-R1

Outputs from DeepSeek-R1-Zero

Improve readability, prevent unstable 
code start phase of RL training
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• Training pipeline

DeepSeek-R1

Cold Start RL SFT RLDeepSeek-V3-Base DeepSeek-R1

Same training process as 
DeepSeek-R1-Zero

Focus on enhancing reasoning capabilities 
(coding, mathematics, etc.) 
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• Training pipeline

DeepSeek-R1

Cold Start RL SFT RLDeepSeek-V3-Base DeepSeek-R1

Both reasoning and 
non-reasoning data

Enhance writing, role-playing, and other 
general purpose skills
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• Training pipeline

DeepSeek-R1

Cold Start RL SFT RLDeepSeek-V3-Base DeepSeek-R1

Improve model’s helpfulness and harmlessness. 
Refine it‘s reasoning capabilities  

Reasoning data + rule-based reward
General data + model-based reward
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• Distillation
• Use samples curated with DeepSeek-R1 to fine-tune small models 

DeepSeek-R1
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• Discussion
• Distillation v.s. Reinforcement Learning

DeepSeek-R1



42

• Discussion
• Unsuccessful attempts

• Process Reward Model (PRM)
• Hard to define step in general reasoning
• Hard to evaluate intermediate step
• Model-base PRM leads to reward hacking and consumes training resources

• Monte Carlo Tree Search (MCTS)
• Huge search space make it hard to scale up
• Training a good value model to guide this search process is also difficult

DeepSeek-R1
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• Reinforcement learning is a powerful tool
• Significant discovery: model autonomously acquires test-time scaling 

capabilities during through the reinforcement learning process
• GRPO optimization algorithm: efficient, memory-saving
• Reward design: accuracy + format (rule-based ORM)
• Both algorithm and infra matters

• Distillation is a cost-effective yet promising method

Conclusion



DeepSeek-R1: Incentivizing Reasoning Capability 

in LLMs via Reinforcement Learning

Author: DeepSeek-AI

Thank you for listening!
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